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Deviant effects in molecular reaction 
pathways
Michael S Samoilov & Adam P Arkin

In biological networks, any manifestations of behaviors 
substantially ‘deviant’ from the predictions of continuous-
deterministic classical chemical kinetics (CCK) are typically 
ascribed to systems with complex dynamics and/or a small 
number of molecules. Here we show that in certain cases such 
restrictions are not obligatory for CCK to be largely incorrect. 
By systematically identifying properties that may cause 
significant divergences between CCK and the more accurate 
discrete-stochastic chemical master equation (CME) system 
descriptions, we comprehensively characterize potential CCK 
failure patterns in biological settings, including consequences 
of the assertion that CCK is closer to the ‘mode’ rather than 
the ‘average’ of stochastic reaction dynamics, as generally 
perceived. We demonstrate that mechanisms underlying 
such nonclassical effects can be very simple, are common 
in cellular networks and result in often unintuitive system 
behaviors. This highlights the importance of deviant effects in 
biotechnologically or biomedically relevant applications, and 
suggests some approaches to diagnosing them in situ.

Although the temporal evolution of a spatially homogeneous molecular 
system subject to a set of (bio)chemical reactions is often described 
macroscopically via the classical chemical kinetics (CCK) formalism 
through a set of deterministic differential equations (ODEs)1—other-
wise referred to as ‘reaction rate equations’ or ‘mass action kinetics’—this 
approach does not substantially reflect the fundamentally random and 
discrete nature of individual molecular interactions. The latter is well 
described by the chemical master equation (CME)2–4. Although this 
makes CME an intrinsically much more accurate description of biologi-
cal or chemical molecular system dynamics, CCK is significantly more 
efficient computationally and could be viewed as derived from CME via 
a set of limiting approximations5.

The conditions under which these approximations hold are often 
considered to be broadly valid for biological and/or simple chemical 
systems. However, as shown here, neither is guaranteed to be the case. 
Breakdowns in the limiting approximations can occur in some of the 

most basic processes owing to mechanisms that are particularly com-
mon in biological systems. These breakdowns then manifest themselves 
as various ‘deviant nonclassical effects’—distinctive behaviors not 
accounted for by the classical molecular kinetic description—whereby 
the discrete and/or stochastic nature of reaction events conspires to drive 
the characteristic behavior of the system substantially away from that 
predicted by classical kinetics.

Notably, we demonstrate that although deviant effects may be sto-
chastic in origin, this is by no means a requirement. The behavior of the 
system might be accurately characterized by a deterministic formalism, 
albeit not by CCK. In particular, although CCK dynamics is at times 
casually interpreted as describing the evolution of CME averages—this is 
only strictly accurate for purely linear (unimolecular and constant rate) 
reaction systems. For pathways that contain nonlinear and irreversible 
processes, it is more appropriate to view the deterministic CCK equa-
tions as describing—within a certain limit—the mode rather than the 
average behavior of the nondeterministic CME (see Fig. 1 and Methods). 
This seemingly simple and technical difference is of utmost importance 
and may lead to unexpected qualitative differences between CCK and 
CME predictions. Therefore, any significant divergences between the 
system mode and average would then further reflect the potential devi-
ant effects present and so can be used to diagnose possible nonclassical 
behaviors in practical applications.

RESULTS
Types of deviant effects
To comprehensively characterize deviant effects in molecular reaction 
pathways, we identify them by the corresponding approximation types 
(namely, by the types of limiting CME-to-CCK approximations, whose 
breakdowns manifest as corresponding nonclassical behaviors). Table 1 
lists the steps that appropriately yield CCK as a continuous-deterministic 
limit of the discrete-stochastic CME system description, thus elucidating 
the respective types of deviant effects.

For CCK to remain an accurate representation of the underlying sys-
tem dynamics, all of these approximations have to remain valid. Any 
violations thereof represent fundamental failure modes of the CCK 
relative to the CME system description and will thus allow for deviant 
dynamics within the reaction network.

Although it has long been understood that the classical formula-
tion may break down for very ‘low CCK state’ systems, that is, with  

 for some species6,7, such ‘discrete’ effects exemplified by Type II 
approximations are not the only instances of potential problems with 
this description. Effects of Type I or III arise because of, respectively, 
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major divergences of the classical description from, or the inability of 
mode-based CCK to fully account for, all the information contained 
within the underlying CME distribution. These do not have any explicit 
state/size restrictions, which may thus allow deviant behaviors to con-
ceivably be observed in otherwise normal ‘high CCK state’ systems. Of 
course, in many systems, Type I, II and III effects may be intermixed. 
The goal of this work is not an investigation of such interplay, but the 
identification and characterization of these behaviors at the level of their 
fundamental genesis, including implications for the underlying system 

properties and dynamics. Below we look at deliberately simple applica-
tions of this framework and demonstrate how nonclassical effects can 
indeed emerge in otherwise rather ordinary settings.

Practical applications
In practical biological systems applications, a number of indicators 
could serve to suggest the potential presence of deviant effects in a 
given molecular reaction pathway of interest. As discussed earlier, these 
may include such dynamic properties as significant deviations between 
the average and the mode behavior, high sensitivity to the single mol-
ecule–scale perturbations and low CCK levels of some constitutive spe-
cies. Ultimately, however, the characteristic behavior of any individual 
biomolecular system essentially depends on the structural nature of 
its underlying biochemical processes in situ, such as the presence of 
bimolecular and irreversible reactions, which enable the possibility of 
deviant effects.

To make these notions more concrete, consider the signaling pathway 
depicted in Figure 2. This general biological motif appears in a vari-
ety of known processes, including the one derived from the proposed 
STAT transcription factor activation mechanism whereby the dimerized 
receptor, the tyrosine kinase and the second messenger correspond to 
the cytokine receptor, Janus kinase (JAK) and the signal transducer and 
activator of transcription (STAT), respectively8–11. Signaling is initiated 
by ligand binding to and subsequent dimerization of the receptor. The 
associated receptor kinase is then activated and the second messenger is 
cooperatively recruited by the phosphorylated messenger monomer to 
the kinase, where it is phosphorylated. Dimerization of the phosphory-
lated messenger (e.g., STAT-P) leads to the formation of the functional 
transcription factor, which is then transported into the nucleus, and 
dephosphorylated monomers are transported out12. Now, by letting X 
denote the phosphorylated and Y denote the unphosphorylated mes-
senger molecules, we can systematically characterize the second mes-
senger signaling process through its constitutive chemical reactions as 
an instantiation of system (1) with n = 2, q = 0, and m = 2:

where (…)i denotes the product of the corresponding reaction. Notably, 
this and similar mechanisms are readily found in a wide assortment 
of natural settings, including, among others, the dynamic elements of 
branching-chain chemical reactions1, cAMP-induced PKA control13,14, 
simple models of transcriptional autoregulation (n > 1), Rep-family 
replication initiator protein regulation15 and viral template replication, 

a bMode 

Avg.

P

Avg.

Mode
P

Mode

Figure 1  Characteristic CME distribution examples. Schematic 
representation of characteristic cases of possible instantaneous CME 
system state probability distributions and their effects on the fidelity of 
CCK description. (a) Because CCK is mode-based, it is most explanatory 
of strongly unimodal distributions—when the system is highly likely to be 
found in the vicinity of the probability peak. Note, the relative positions of 
mode and average could still be substantially different even for unimodal 
distributions if they are significantly skewed. (b) When the CME distribution 
is multimodal the situation is further complicated by the possibility of 
several distribution peaks having different probability mass. The latter could 
potentially drive the classical deterministic CCK description to become 
inaccurate or ill defined, for example, if formerly subdominant peaks grow to 
be more significant over time (Fig. 3b). Then the average may become the 
more representative and robust description of system behavior. (It may also 
be possible that neither the mode nor the average would offer an accurate 
representation of system dynamics, e.g., see Fig. 5.) Avg., average.

Table 1  Classification of deviant effects
Effect Underlying approximation

Type I Full state probability distribution is approximated by its leading 
exponent, (*)

Type II Characteristic system features occur on scales much greater 
than a molecule:

a.  Discrete molecular states are approximated by continuous 
concentrations, and (**)

b.  Combinatorial transition rates are approximated by leading 
power terms

Type III The evolution of the state distribution is replaced by that of 
its mode, (***)

See Methods for more detail on the origins of referenced conditions.

Figure 2  A signaling pathway motif. Upon dimerization, the kinase moiety 
of the receptor becomes activated. This allows a second messenger 
molecule to bind, which leads to its phosphorylation. The binding process 
is cooperative with the phosphorylated messenger molecules helping 
recruit the unphosphorylated ones to the receptor. Once activated, 
messenger molecules could form dimers, which are then transported into 
the nucleus where they may act as transcription regulators. The eventual 
dephosphorylation and dissociation of the dimers leads to the release of 
the unphosphorylated monomers back into the cytoplasm. The process 
continues until the pathway shuts down. (This instantiation of process (1) 
could be considered within the context of, for example, JAK-STAT signaling 
mechanism—or one of several other biomolecular pathways.)
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for example, T7 phage16,17. It is thus remarkable that—although neither 
unique nor exhaustive in its ability to manifest a variety of nonclassical 
behaviors—the relatively simple molecular reaction process (1) turns 
out to encompass an array of biologically relevant exemplars that illus-
trate how deviant effects may arise in what appear to be rather ordinary 
systems. Some of these instantiations capable of characterizing indi-
vidual deviant effect types are discussed next in more detail.

Type I. One simple instantiation of mechanism (1) is given in (2) where 
n = 2, q = 0,

 
m = 2, (…)1 = 2Y and kX

d/c ~ 0 with intermediates C/D2 in 
rapid-equilibrium, that is, kD << kX , k–D and kC << kXY , k–C , that is:

Classically, via CCK, this system is expected to have an unstable steady 
state at xss

1 = 0 and a stable one at xss
2 = xTk2 /(k2 + 2k1). However, CME 

analysis shows that the opposite is true. (This behavior is indeed consis-
tent with an intuitive notion that if X stochastically runs out, it cannot be 
made again via (2); see Supplementary Notes online.) This shows that 
system (1) is indeed subject to strong deviant dynamics. Furthermore, 
it implies that any biomolecular pathway containing a reaction system 
similar to (1) would be capable of generating nonclassical divergences 
from CCK. For instance, in the case of the tyrosine kinase mechanism 
cited earlier, such deviant effects could manifest themselves by internally 
contributing to pathway shutdown rates in a manner independent of 
any external deactivation processes, for example, negative feedbacks, 
present in the system.

The full stationary CME (‘nonclassical’) probability distribution is a 
delta-function at zero state whereas its leading order exponent (‘classical’) 
approximation centers at the CCK steady state, which are separated on 
the system scale (Fig. 3a). This explicitly confirms that the nonclassical 
behavior here is directly attributable to Type I effects. Figure 3b,c also pro-
vides evidence and offers intuition as to the dynamic mechanisms of CCK 
description failure. Remarkably, although CCK predictions closely follow 
the mode of the system, as we expect, the average trajectory is not only 
manifestly different, but also affords the more accurate characterization of 
nonclassical system behavior thus representing a more useful alternative 
deterministic description of system dynamics deviant from CCK.

Type II. Unlike those of Type I, the nonclassical effects of Type II arise 
owing to the ‘discrete’ nature of biomolecular processes and may become 
significant under the more familiar low concentration (CCK state) condi-
tions in some species or other system features sensitive to single-molecule 
scale. Note, however, that even though the underlying scale of these effects 

is typically very small, once such dynamics are present in one species, they 
may propagate to affect the behavior of other—including high concen-
tration—species. For example, whereas genomic DNA and other genetic 
elements (e.g.,plasmids, transposons, viruses, etc.) are frequently present 
in single-digit copy number within or outside a cell, their molecular-scale 
variations can profoundly affect organism-scale behaviors, including non-
classical processes such as stochastic fate choice by temperate phage λ 
during cellular infection18. In addition, some of the best known molecular 
pathways, including many purely protein-mediated mechanisms, rely on 
similarly low-abundance species and are thus open to exhibiting deviant 
nonclassical behaviors. A single molecule of such agents as diphtheria 
toxin or enediynes can penetrate and kill a eukaryotic cell19,20, whereas 
a typical Escherichia coli cell contains on the order of ten copies of scarce 
proteins (as opposed to up to 105 copies or more of the highly abundant 
ones)21. For instance, regulation of the lactose-sensing (uninduced) lac 
operon is controlled by only about ten molecules of lac repressor and even 
fewer molecules of β-galactosidase in wild-type E. coli21.
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Figure 3  Type I system evolution. (a) Log plot of classical [•] and 
nonclassical [�] stationary probability distributions for system (2) with 
c1 = 2, c2 = 2 and XT = 200. (b) Temporal evolution of the exact probability 
distribution for system (2) with c1 = 2, c2 = 0.5 and X(0) = 40, Y(0) = 20 
(the initial delta function is in the left-most corner) computed over 1,000 
trajectories numerically simulated via the Gillespie Algorithm5,49,50 (time 
is given in terms of reaction number, n). (c) Plot of the upper CME mode 
(blue), CME average (red) and CCK (black) trajectories for this system. Note 
that the molecular (discrete-stochastic) system quickly approaches the 
classical steady state by closely following the standard CCK dynamics, and 
then fluctuates around it in a way consistent with the classical stationary 
distribution. Yet, once the system stochastically hits a zero state—it remains 
there indefinitely, which causes the bulk of probability distribution mass to 
temporally switch from the initially prevalent peak at the classical solution, 
X 

ss
2  , to the ultimately dominant nonclassical one, X 

ss
1  (Fig. 3b). This leaves 

the CCK trajectory ‘stuck’ in the transient high-concentration peak, thus 
ultimately invalidating classical description.
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Furthermore, as noted earlier, the Type II discrete effects may not 
even require the low molecular copy numbers per se to determine the 
characteristic behavior of the system. For instance, consider a basic 
Michaelis-Menten mechanism augmented by a binary enzyme inac-
tivation process:

This instantiation of system (1)—with X = E, Y = S, Z = P, n = 1, q = 1, 
m = 2 and kX

d/c ~ 0 with the intermediate D2 in rapid-equilibrium—would 
classically predict a monotonic decay of substrate that continues while 
the enzyme concentration approaches zero (Fig. 4a, black curve).

Nonclassically the behavior is different. If the number of enzyme 
molecules is even, the reaction proceeds until the enzyme is exhausted, 
at which point the process shuts down (Fig. 4b, blue curve). Conversely, 
if the number is odd, the bimolecular reaction is unable to remove 
the last molecule from the system, which then causes the process to 
continue on indefinitely (or until the substrate runs out, Fig. 4b, red 
curve). This difference provides a simple example of a nonclassi-
cal Type II effect driven by variations on the single-molecule scale, 
that is, odd or even parity state of the enzyme, but manifested in the 
high-abundance species such as substrate. Remarkably, the average 
trajectory still accurately reflects this system’s behavior regardless of 
initial conditions, with a combination of bimolecular and irreversible 
reactions again necessary to generate the characteristic nonclassical 
kinetics (Fig. 4a).

Finally, such deviant effects may indeed be considered ‘discrete’ rather 
than ‘stochastic’ in the conventional sense, as here the characteristic 
behavior of the system (that is, whether to stop or continue on indefi-
nitely) is essentially deterministic—controlled by the parity of the ini-
tial state and the discrete character of individual reactions regardless 
of their stochastic nature or the total number of molecules present (see 
Supplementary Notes for additional detail.)

Type III. These deviant effects may manifest themselves when the 
characteristic behavior of a system can be significantly affected purely 
by its underlying ability to sample states away from the CCK tra-
jectory (which, as discussed earlier, closely follows the mode of the 
system state distribution; see also Fig. 1). This could be contrasted 
with the influence of discreteness in the underlying molecular states, 
Type II, or the approximations to the probability distribution itself, 
Type I, effects.

A basic enzymatic futile cycle—a ubiquitous regulatory motif in a 
wide variety of biological molecular pathways—can, among others, 
be subject to Type III effects (Fig. 5). Namely, the futile cycle always 
exhibits monostable substrate/product levels if stationary behavior of 
the enzymes is described using CCK (distribution modes). However, if 
it is examined using nonclassical analysis (whether Langevin or CME), 
this mechanism could be observed to display stochastic oscillations in 
product/substrate levels—doing so without any additional feedback/
forward mechanisms and manifestly due to the enzyme activity being 
stochastically governed by a (unimodal) probability distribution, rather 
than fixed at the mode22.

DISCUSSION
The ongoing development of systems and computational biology as 
well as advancements in high-throughput empirical and quantitative 
techniques have led to the proliferation of modeling tools targeted at 
biotechnological and biomedical applications. This increased reliance on 
in silico methods in many practical endeavors has made the questions of 
their relative accuracy as well as computational expediency increasingly 
more relevant. These issues are particularly important when choosing 
between the CCK methods of analysis and those based on the CME 
description of molecular processes. A needless choice of CME could lead 
to a computationally intractable implementation, whereas an inappro-
priate choice of CCK may result in the appearance of unaccounted for 
‘deviant’ effects and corresponding misprediction or misinterpretation 
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Figure 4  Type II system evolution. (a) Average CME trajectories in the 
same system for 100 simulations (red and blue) versus CCK results (black). 
(b) Results of the exact numerical simulations for system (3). The plot shows 
the evolution of substrate abundance versus reaction number with c1 = 50, 
c2 = 5, c3 = 100, cd = 4·105 and S0 = 2,000, C0 = P0 = 0, where blue 
trajectory corresponds to E0 = 100 and red to E0 = 99.

Figure 5  Type III deviant behavior. An enzymatic futile cycle is a mechanism 
capable of manifesting a Type III effect. (a) If the forward (or the reverse) 
enzyme is considered deterministically using its stationary mode or CCK, 
the dynamic behavior of the product (or substrate) is always monostable. 
(b) However, if in the same mechanism the forward enzyme behavior is 
considered via a full (unimodal) probability distribution, rather than just its 
mode, the dynamics of the product can undergo a noise-induced bifurcation 
with the system becoming bistable, that is, exhibiting stochastic switching/
oscillations. (See ref. 22 for additional detail.)
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of system behavior. Thus, a practical question arises: given its compu-
tational simplicity and global recognition, under what conditions can 
CCK be safely used in biological applications, and when does the pos-
sibility of deviant effects require the more accurate but more demanding 
CME analysis?

In this work we offer a comprehensive rigorous framework for char-
acterizing the potential divergences between CCK and CME system 
descriptions, with three key approximations being the sources of basic 
deviant effects. By further asserting CCK as the mode and not the aver-
age of CME solution, we are able to suggest practical approaches for 
diagnosing the presence of nonclassical system behaviors. It is not good 
enough to simply use the rule of thumb that slow reactions with low 
CCK states are the sole reasons to consider using CME, as deviant effects 
could arise in high CCK states as well. Finally, we also show that certain 
characteristics of biological networks, such as widespread coupling of 
nonlinear and irreversible reaction mechanisms, make them particu-
larly amenable to nonclassical effects. These characteristics are common 
throughout many biotechnologically and biomedically relevant systems, 
such as transcription/translation and Michaelian enzyme processes, 
because the nonlinearities they introduce are frequently required to 
effect the complex dynamics and robust regulation observed13,23–26.

Taking these results together, we have suggested a practical approach 
for identifying deviant effects in biological molecular systems by explicitly 
considering some of the basic reaction mechanisms that happen to be 
well represented within biochemical networks in situ. Importantly, as 
local dynamics can then propagate through biomolecular networks—for 
example, via signal transduction pathways26–31, potentially expressing 
themselves in species that are otherwise directly involved only in strictly 
classical kinetics—the presence of just one such mechanism within a 
larger biological process may lead to a variety of system-wide nonclas-
sical behavior modes22,32–40. Given such potentially global implications 
of locally deviant pathway dynamics, we hope that this work may offer 
biologists involved with kinetic analysis or molecular modeling additional 
tools and intuition to help decide whether their work requires the use 
of discrete and stochastic chemical master equation–based methods or 
whether the simpler classical chemical kinetics framework is sufficient.

METHODS
The dynamics of general biomolecular and chemical reactions are classically 
described by the CCK formalism, whereby the temporal relaxation of a molecu-
lar system from an initial state X

→

0 to a steady state (or curve) X
→

ss (referred to as 
its “trajectory”)—under appropriate conditions and subject to a set of trans-
formations

that convert a set of {νs
ij} molecules into {ν fij} molecules of {Xi} with a macro-

scopic reaction rate constant kj—is modeled by the differential equation system 
of the form:1

where xi ~ Xi/Ω is the species concentration in volume Ω.
However, the CCK formalism, equation 5, expressly disregards the ultimately 

discrete nature of system states and stochastic nature of transitions that gov-
ern individual reaction events. A more comprehensive and accurate description 
ought to include these properties in its representation of the system dynamics. 
Such nondeterministic description is provided by the chemical master equation 
(CME)1–3,

where X
→

 is a vector of the number of molecules for each chemical species, r
→

j 
is the change in X

→
  due to the occurrence of the jth reaction, P(X

→
; t) is the state 

probability distribution at time t and the W(X
→

; r
→

j )’s are instantaneous transition 
probability rates for the reaction X

→
 → X

→
 +  r

→
j . In the case of chemical processes:

where rij = ν fij – νs
ij and cj’s correspond to the individual microscopic reaction 

event rates in process (4). That is, these expressions indeed capture both the sto-
chastic and discrete aspects of the underlying processes at the molecular level.

Deterministic CCK limit of CME. Although a number of methods can be 
employed in analytically relating the master equation to a certain deterministic 
limit of some underlying system dynamics41–44, our goal of practically catego-
rizing the nature of the approximations required to obtain the CCK limit of the 
CME representation may be accomplished using the approach of Kubo et al.45–48 
There, it was shown that a general CME solution with deterministic initial condi-
tions can be represented as:

where s(x
→

,t) is the leading order coefficient in the effective volume, Ω, expansion 
of P(x

→
,t). If we consider a continuous extension of (*) with respect to x

→
 in the 

large system limit, then substituting (*) into equation 6 and expanding in powers 
of Ω—while recalling that for natural molecular systems only ν ≤ 2 reactions are 
relevant—yields to O(Ω0),

with W(X
→

; r
→

j ) = Ωwj (x
→

) + O(Ω0) where . This is, in fact, a 

Hamilton-Jacobi equation whose most probable trajectory is:

Notice that if the trajectory starts in the ∇
→

s(x
→

;t) = 0 state—that is at the distribu-
tion mode, as is the case for the deterministic initial conditions—it will continue 
in that state all along the trajectory:

which is indeed the CCK evolution equation 5.

Deterministic mode versus average trajectory. From the above, it is clear that 
the CCK equations, given in (5) more closely describe the mode trajectory in 
the appropriate limit of the underlying CME probability distribution rather 
than its average. Alternatively, the actual average behavior of the system can be 
written down directly from equation 6 as a different set of deterministic ODEs, 
namely:

Although the two trajectory types, the average and the mode, become the same 
for linear systems, they will generally be described by different equations if 
bimolecular or higher order reactions are present. (High-order reactions yield 
wj (x) terms of order xn in (***), with the corresponding term in equation 8 pro-
portional to 〈xn〉. However, for n > 1: 〈xn〉 ≠ 〈x〉n, in general, and therefore com-
paring (***) and equation 8 shows that x(t) ≠ 〈x〉(t) likewise.) That is, although 
the correspondence between the mode and average system behavior may be close 
for certain conditions, in pathways where nonlinear reactions are present this 
congruity is by no means guaranteed. (For instance, the average of some strongly 
skewed or bimodal distribution will not be representative of its mode behavior 
(Fig. 1).) In fact, this work provides some explicit examples of chemical reac-
tion mechanism where such mode (CCK) and average (CME) system behaviors 
diverge rather dramatically.

Note: Supplementary information is available on the Nature Biotechnology website.
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